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A thermal boundary condition for a double-population thermal lattice Boltzmann equation �TLBE� is intro-
duced and numerically demonstrated. The unknown distribution population at the boundary node is decom-
posed into its equilibrium part and nonequilibrium parts, and then the nonequilibrium part is approximated with
a first-order extrapolation of the nonequilibrium part of the populations at the neighboring fluid nodes. Nu-
merical tests with Dirichlet and Neumann boundary constraints show that the numerical results of the TLBE
together with the present boundary schemes agree well with the analytical solutions and those of the finite-
volume method.
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I. INTRODUCTION

In the last 15 years or so, there has been rapid progress in
developing the method of the lattice Boltzmann equation
�LBE� for solving a variety of fluid dynamics problems
�1–3�. This approach was first introduced by McNamara and
Zanetti �4�, and Higuera and Jimenez �5�, Higuera and Succi
�6�, Qian et al. �7�, and Chen et al. �8� made notable contri-
bution in subsequent papers. There has also been an ongoing
effort in the construction of stable thermal lattice Boltzmann
equation �TLBE� models in order to simulate heat transfer.
McNamara and Alder �9� first succeeded in simulating heat
transfer phenomena by adopting multispeed thermal fluid lat-
tice Boltzmann models. In general, the present thermal lat-
tice Boltzmann models can be classified into three catego-
ries: the multispeed approach, the passive-scalar approach,
and the double-population approach. In the multispeed ap-
proach �9–11�, the internal energy term is incorporated with
a density distribution function so that only the density distri-
bution function is needed. These multispeed models suffer
severe numerical instability, and the temperature variation is
limited to a narrow range. In the passive-scalar thermal LBE
model �12,13�, the temperature is simulated using a separate
distribution function which is independent of the density dis-
tribution. The main advantage of this approach is the en-
hancement of numerical stability. However, the viscous heat
dissipation and compression work done by the pressure can-
not be taken into account. In the third approach �14�, an
independent internal energy density distribution function was
introduced to obtain the temperature field. This model has
better numerical stability and the viscous heat dissipation
and compression work done by the pressure can be solved
fundamentally. It should be noted that the TD2G9 thermal
LBE model proposed by Guo et al. �15� can also be classi-
fied as belonging to the third group. In addition, in the last

two years, to improve the numerical stability of the TLBE
further, a hybrid TLBE method has been proposed in which
the mass and momentum conservation laws are solved by the
usual athermal LBE, while the advection-diffusive equation
satisfied by the temperature is solved separately by a finite-
difference technique �16,17�. Al-Zoubi and Brenner �18� pro-
posed a similar hybrid approach by computing the velocity
and pressure field from the finite-volume method �FVM�
while obtaining the temperature distribution from the LBE.

Wall boundary conditions in the LBE method were origi-
nally taken from the lattice gas automata �19–21�, in which
the so-called bounce-back scheme was used at walls to ob-
tain nonslip velocity conditions. The easy implementation of
this nonslip velocity condition by the bounce-back scheme
supports the idea that the LBE is ideal for simulating fluid
flows in complex geometries, such as flow through porous
media. However, it has been confirmed that the bounce-back
scheme is only of first order in numerical accuracy at the
boundaries �22–24�, which degrades the LBE, because the
numerical accuracy of the LBE is of second order in the
interior points. Other boundary treatments have been pro-
posed to improve the numerical accuracy of the LBE. There-
into, Ziegler �23� shifted the wall into fluid by one half mesh
unit; a counterslip velocity on the wall was assumed by Ina-
muro et al. �25�; Chen et al. �26� proposed a second-order
extrapolation scheme; Zou and He �27� extended the bounce-
back condition for the nonequilibrium portion of the distri-
bution; Guo et al. proposed a first-order extrapolation
scheme �28�; other boundary schemes can be found in Refs.
�22,24,29,30�.

With regard to the thermal boundary conditions, the
bounce-back rule of the nonequilibrium distribution by Zou
and He �27� was applied to the thermal boundary distribution
in Ref. �14�. The local thermal equilibrium distribution func-
tions were applied on wall nodes for known wall tempera-
tures, while the energy density distribution on the wall was
set equal to those of the nearest interior nodes for adiabatic
boundaries in Ref. �31�. Similar to the counterslip velocity
proposed by Inamuro et al. �25�, D’ Orazio et al. �32,33�, and
D’ Orazio and Succi �34� assumed a counterslip thermal en-
ergy density which is determined consistently with Dirichlet
or Neumann boundary constraints. To date, there is no doubt
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that the model of assuming a counter slip thermal energy
density in Refs. �32–34� is of the highest accuracy because it
can guarantee the fixed velocity and temperature or heat flux
at the wall exactly. However, the countertemperature as-
sumption may cast doubt on its convenient applicability to
arbitrary boundary conditions or complicated geometries
�1,26,27�. Based on the idea of Guo et al. �15,28�, in this
paper we introduce a thermal boundary condition for the
doubled-population TLBE model in Ref. �14� and then the
two-dimensional Poiseiuille thermal flow is tested.

The outline of this paper is as follows: In Sec. II we give
a brief description of the TLBE. In Sec. III we derive the
thermal boundary conditions. In Sec. IV, we demonstrate
some numerical simulations to validate the result, and in Sec.
V we conclude the paper.

II. THERMAL LBE METHOD

The following two discrete evolution equations are
needed in the TLBE model derived by He et al. �14� with the
BGK collision model:

f i�r + ci�t,t + �t� − f i�r,t� = −
�t

� f + 0.5�t
�f i�r,t� − f i

eq�r,t�� ,

�1�

gi�r + ci�t,t + �t� − gi�r,t� = −
�t

�g + 0.5�t
�gi�r,t� − gi

eq�r,t��

−
�g�t

�g + 0.5�t
f iZi. �2�

The new variables f̄ and ḡ are defined as

f i = f i +
0.5�t

� f
�f i − f i

eq� , �3�

gi = gi +
0.5�t

�g
�gi − gi

eq� +
�t

2
f iZi, �4�

where f and g are the density distribution function and the
internal energy density distribution function, respectively; feq

and geq are their corresponding equilibrium functions; � f and
�g are the momentum and internal energy relaxation time,
respectively; ci is the lattice velocity, and i denotes the lattice
direction; �x and �t are the lattice spacing and time step,

respectively; r denotes the coordinate vector. The term Zi
= �ci−u� · ��u /�t+ �ci · � �u� represents the effect of viscous
heating and can be expressed as �34�

Zi =
�ci − u� · �u�r + ci�t,t + �t� − u�r,t��

�t
. �5�

For the D2Q9 lattice �two-dimensional �2-D� and nine-
velocity� with c=�3RT0, where T0 is the average tempera-
ture, the equilibrium density distributions are chosen as fol-
lows:

f i
eq = ��i�1 +

3�ci · u�
c2 +

9�ci · u�2

2c4 −
3�u · u�

2c2 � , �6�

g0
eq = �0�e�−

3u · u

2c2 	 ,

gi
eq = �i�e�3

2
+

3�ci · u�
2c2 +

9�ci · u�2

2c4 −
3�u · u�

2c2 � ,

i = 1,2,3,4,

gi
eq = �i�e�3 +

6�ci · u�
c2 +

9�ci · u�2

2c4 −
3�u · u�

2c2 � ,

i = 5,6,7,8, �7�

where �i is the weighting coefficient and �0=4/9 ,�i=1/9
for i=1, 2, 3, 4 and �i=1/36 for i=5, 6, 7, 8. The internal
energy density is �e=�RT �in 2D�. The lattice velocity for
the D2Q9 lattice is

ci =

0, i = 0,

�cos� �i − 1��
2

�,sin� �i − 1��
2

�	c , i = 1,2,3,4,

�2�cos��i − 5�
�

2
+

�

4
�,sin��i − 5�

�

2
+

�

4
�	c , i = 5,6,7,8.� �8�

FIG. 1. Schematic plot of velocity directions at a wall
boundary.

TANG, TAO, AND HE PHYSICAL REVIEW E 72, 016703 �2005�

016703-2



Finally, the macroscopic density �, velocity u, internal
energy per unit mass e, heat flux q, kinematic viscosity �,
and thermal diffusivity a can then be obtained from the fol-
lowing equations �14,34�:

� = �
i

f i, �u = �
i

f ici, �e = �
i

gi −
�t

2 �
i

f iZi,

q = ��
i

cigi − �eu −
�t

2 �
i

ci f iZi	 �g

�g + 0.5�t
,

� = � fRT0, a = 2�gRT0. �9�

III. VELOCITY AND THERMAL BOUNDARY
CONDITIONS

As proposed in Ref. �28�, for the velocity boundary con-
dition at the wall, in which the momentum distribution func-
tion at the boundary node is decomposed into its equilibrium
and nonequilibrium parts and in Ref. �15� for the thermal
boundary conditions, the internal energy distribution func-
tion at the boundary node decomposed into its equilibrium
and nonequilibrium parts is adopted here. The nonequilib-
rium part is approximated with a first-order extrapolation of
the nonequilibrium part of the distribution at the nearest in-
terior fluid node. For illustration and simplicity, we consider
the case of a flat boundary and report the procedure de-
scribed in Ref. �28�, as applied to the thermal population of
the present scheme. As shown in Fig. 1, the DOA line lies at
the boundary, and the nodes F ,B, and E are those lying in
the fluid. Note that one evolution equation of the LBE, con-
sists of two computational steps

collision: gi
��r,t� = �1 − �g�gi�r,t� + �ggi

eq�r,t� − �g�gf iZi,

streaming: gi�r + ci�t,t + �t� = gi
��r,t� , �10�

where we use �g to replace �t / ��g+0.5�t� for simplicity.
Obviously, gi

��O , t� needs to finish the streaming step for i
=2, 5, and 6 at the boundary node O. Notice that the distri-
bution function gi�r , t� can be decomposed into its equilib-
rium and nonequilibrium parts

gi�r,t� = gi
eq�r,t� + gi

neq�r,t� , �11�

where gi
neq�r , t� is the nonequilibrium part of gi. Thus the

post-collision distribution at the boundary node, gi
��O , t�,

can be rewritten as

gi
��O,t� = gi

eq�O,t� + �1 − �g�gi
neq�O,t� − �g�gf iZi. �12�

First we discuss how to calculate the nonequilibrium part.
By using the Chapman-Enskog method or the multiscaling
expansion for the lattice Boltzmann equation, we assume that
gi

neq=�gi
�1�, where � is the expansion parameter. At time t, the

macroscopic velocity and pressure and density of the flow
are known at the fluid node B, so gi

eq�B , t� can be determined,
and thus the nonequilibrium part of the distribution at node B
can be given by

gi
neq�B,t� = gi�B,t� − gi

eq�B,t� . �13�

Also note that gi
�1��O , t�=gi

�1��B , t�+O���, and gi
neq�O , t� can

be approximated by a first-order extrapolation

gi
neq�O,t� = gi�B,t� − gi

eq�B,t� + O��2� . �14�

Equation �14� implies that the accuracy of the approxima-
tion of gi

neq�O , t� with the first-order extrapolation scheme
based on gi

neq�B , t� is indeed of second-order.
Now we discuss the determination of the equilibrium part

gi
eq�O , t�. For the velocity and temperature condition in

which u�O , t� and T�O , t� are known and ��O , t� is unknown,
we approximate gi

eq�O , t� as the following form by substitut-
ing the density of the nearest internal node for that of the
boundary node:

gi
eq�O,t� = gi

eq���B�,u�O�,T�O�,t� . �15�

Therefore, we can obtain the final expression of the collision
step:

gi
��O,t� = gi

eq
„��B�,u�O�,T�O�,t… + �1 − �g�†gi�B,t�

− gi
eq�B,t�‡ − �g�gf i�O�Zi�O� . �16�

If the wall is a Neumann boundary—i.e., the wall heat
flux is known—we can use the expression of q �see Eq. �9��,
together with Eqs. �6� and �16� to obtain the wall temperature
expression T�O , t� first. For example, for a fixed bottom wall
where the flow velocity is zero and g4 ,g7, and g8 are known
at boundary node O �for the D2Q9 lattice�, the wall tempera-
ture is calculated from the equation

T�O� =
1

R��B��1.5�2 + 3�5 + 3�6��qy
�g + 0.5�t

�g

+
�t

2 �
i

ci f i�O�Zi�O� + �
i=4,7,8

cigi − ��1 − �g��gi�B,t�

− gi
eq�B,t�� − �g�gf i�O�Zi�O��� . �17�

Then we use Eq. �16� to calculate the unknown populations
of g2 ,g5, and g6.

Similar to the scheme for thermal boundary conditions,
the velocity boundary condition has the expression

f i
*�O,t� = f i

eq
„��B�,u�O�,t… + �1 − � f��f i�B,t� − f i

eq�B,t�� ,

�18�

where � f =�t / �� f +0.5�t�.

IV. NUMERICAL RESULTS

A two-dimensional plane flow with the walls at rest is
considered. Uniform velocity and temperature profiles Uin
and Tin, at the inlet section, and hydrodynamic and thermally
fully developed flow, at the outlet section, are imposed.
Three types of thermal boundary conditions usually encoun-
tered in the engineering applications at the plane walls are
applied. In the first boundary condition, the lower and upper
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walls keep at uniform temperature Tw1 and Tw2, respectively.
In the second boundary condition, the lower and upper walls
keep at uniform heat flux qw1 and qw2, respectively. In the
third boundary condition, the lower wall keeps at uniform
temperature Tw1 and the upper wall keeps at uniform heat
flux qw2, respectively.

A 1001	101 grid, corresponding to an aspect ratio L /H
=10, is used. The average temperature T0 is T0= �Tin+Tw1

+Tw2� /3 for the first type thermal boundary condition, T0

=Tin for the second type, and T0= �Tin+Tw1� /2 for the third
type. During simulations, the Prandtl number is fixed at Pr
=0.7 and inlet velocity is fixed at Uin=0.01 for all the cases.
The present nonequilibrium extrapolation scheme is applied
at the entrance and upper and lower walls for velocity and
thermal boundaries. The unknown distribution functions at
the outlet are extrapolated from the interior flow field �the
first layer and second layer inside the fluid� �26�.

The Nusselt number as a function of the Graetz number,
RePr/ �x /H�, is shown in Figs. 2–4. The local Nusselt num-

FIG. 2. Local Nusselt number distribution along the streamwise
direction for the first type thermal boundary condition. The solid
lines represent the numerical results of the finite-volume method,
and the circles plus lines represent the results of the present thermal
lattice Boltzmann equation. �a� Tin=5,Tw1=1,Tw2=3,� f =0.2,�g

=0.143. �b� Tin=5,Tw1=Tw2=2,� f =0.2,�g=0.143.

FIG. 3. Local Nusselt number distribution along the streamwise
direction for the second type thermal boundary condition. The solid
lines represent the numerical results of the finite-volume method,
and the circles plus lines represent the results of the present thermal
lattice Boltzmann equation. �a� Tin=1,qw1=0.015,qw2=0.01,� f

=0.2,�g=0.14. �b� Tin=1,qw1=qw2=0.01,� f =0.2,�g=0.14. �c� Tin

=1,qw1=0.01,qw2=0,� f =0.2,�g=0.14.
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ber is defined as Nux=Dhqw,x / �
�Tw,x−Tb,x��, where Dh is the
hydraulic diameter of the channel, qw,x=
��Tx /�y�w is the
wall local heat flux, 
 is the thermal conductivity, and Tb,x
=0

H�uTdy /0
H�udy is the bulk temperature. The numerical

results of the finite-volume method are also shown in the
figures for comparison. Except for several nodes near the
inlet, the results of both methods coincide perfectly for all
the tested cases, which verify the implementation of the
boundary conditions. In the present simulation, like most
boundary treatments, the scheme for solid wall is directly
extended to the inlet boundary with known velocity and tem-
perature. However, according to Yu et al. �2�, the interaction
between the inlet boundary and the interior of the flow field
may have an effect on the quality of the solution. An im-
proved treatment on the inlet boundary condition is required
to minimize the impact �see Ref. �2� for further details�.
From the figures we can also observe that the predicted ther-
mal entry length of the LBE is in good agreement with the
result of the FVM. In the limit of large inverse Graetz
numbers—i.e., for a thermally fully developed flow—the
predicted Nusselt numbers at the lower plane compared with

the analytical solutions �35� are shown in Table I. The devia-
tion is less than 2% for all cases considered. It is noted that
for the second type thermal boundary, the analytical solu-
tions for the Nusselt number are calculated using Nu1
=140/ �26−9�qw2 /qw1�� at the lower wall with uniform heat
flux qw1 and Nu2=140/ �26−9�qw1 /qw2�� at the upper wall
with uniform heat flux qw2. The analytical solutions are 4.0
for both the first type condition Tw1 not equal Tw2 and the
third type condition qw2 not zero. Figure 5 shows the normal-
ized temperature profiles at the channel outlet section. The
squares, circles, and triangles represent the present TLBE
results for Tw2=3Tw1 ,Tw2=Tw1, and qw2=0, respectively. The
solid lines represent corresponding numerical results of the
finite-volume method. We can see that the TLBE predictions
agree well with the numerical results of the finite-volume
method.

V. CONCLUSIONS

In this paper we have proposed a method to implement
thermal boundary conditions �15,28� for the TLBE �14�. The
basic idea is to decompose the distribution function at the

FIG. 4. Local Nusselt number distribution along the streamwise
direction for the third thermal boundary condition. The solid lines
represent the numerical results of the finite-volume method, and the
circles plus lines represent the results of the present thermal lattice
Boltzmann equation. �a� Tin=5,Tw1=1,qw2=0.002,� f =0.2,�g

=0.143. �b� Tin=5,Tw1=1,qw2=0,� f =0.2,�g=0.143.

TABLE I. Comparison of the Nusselt numbers at the lower
plane in the thermal fully developed region.

Thermal boundary condition Analytical LBM

First type Tw1�Tw2 4 3.93

Tw1=Tw2 7.54 7.67

Second type qw1=1.5qw2 7.0 7.09

qw1=qw2 8.24 8.39

qw2=0 5.38 5.42

Third type qw2�0 4 4.07

qw2=0 4.86 4.79

FIG. 5. Normalized temperature profiles at the channel outlet
section for different thermal boundary conditions. The squares,
circles, and triangles represent the TLBE results for Tw2

=3Tw1 ,Tw2=Tw1, and qw2=0, respectively. The solid lines represent
corresponding numerical results of the finite-volume method.
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boundary node into its equilibrium and nonequilibrium parts.
The nonequilibrium part is approximated by extrapolating
from the nonequilibrium distribution at the neighboring fluid
node and the first-order extrapolation is proved to be of
second-order accuracy for flat boundaries �26,28�. The nu-
merical test results with the double-population TLBE ap-
proach for two-dimensional Poiseuille flow show that the
TLBE solutions using the present boundary conditions are in
good agreement with the analytical solutions and those of the
finite-volume method. In the present boundary condition, we
only perform the first-order extrapolation for both velocity
population and thermal population. It has been verified to be
of better numerical stability than the second-order extrapola-
tion scheme for velocity boundary condition in Ref. �28�.
The present extropolation scheme could be convenient to
implement for complicated geometries. The study of heat

transfer in porous media with the present thermal boundary
condition will be reported in future work. In addition, by
applying a hybrid TLBE method �16–18� in which the mo-
mentum equation or temperature equation is solved by finite-
difference methods, the present velocity or thermal boundary
conditions can be adapted to situations of engineering
interest.
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